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Abstract

The influential factors of education output have been studied for many years. How-

ever, not much research has been done on quantitatively assessing the relationship

between school tuition fees and student’s academic achievement, i.e. students’ grades.

Thanks to Biarri, we have the data of student’s average NAPLAN grade of all schools

in Australia, which enables us to quantitatively analyze this problem. In this project,

My partner Nicholas and I were aimed to quantitatively model the relation between

education input factors including tuition fees and student’s NAPLAN results using

multiple regression. The result of the project shows that tuition fee is a significant factor

in the model of predicting student NAPLAN result, together with other factors like

school indigenous enrollment, higher education degree ratio, etc. A higher tuition fee is

correlated to a higher NAPLAN score. However, the coefficient of tuition fee is very

small, floating at a scale of 0.001, which was too small to be important. Therefore we

concluded that the tuition fee has a significant but not great enough effect on student’s

academic achievement.
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1 Introduction

Whether paying for the extra tuition fee for going to private school really matters in students’

academic outcomes has been debating for a long time. In this research, we were aimed to find

out what a dollar of education is worth, namely the relationship between the education input

and student’s academic performance. To quantitatively measure this problem, we use school

tuition fee to quantify the education input, and the student grade to model the academic

performance, more specifically, the NAPLAN score of students in primary school. As the

academic performance of students is influenced by multiple factors instead of one, we use

multiple regression to model most of the influential factors, with school fees as one of them.

By looking at the characteristics of the variable tuition fee, we speculate the relationship

between tuition fees and students’ NAPLAN scores and thus conclude with what a dollar of

education is worth.

Ethical and privacy statement:

The datasets used in this project are NAPLAN score data, census data from the 2016

Australian Statistical Bureau, and tuition fee data of schools in Melbourne which was

collected by My partner Nicholas and me on the official website of schools. The ethical

problem was considered in three aspects. First, in the data collection step, the data collection

of school fees was collected by hand on publically available data, and the NAPLAN data we

are using are aggregated by the school, so no personal information is collected or used in this

project. Second, data analysis considers appropriate assumptions and testing. The result was

built with the supervision of mentors and tried to be reliable and not misleading. Third, the

security of data was considered. The data was processed only on personal computers locally,

and all shared raw data or intermediate results were deleted in time.

2 Project Review

2.1 Prior works on factors affecting education

The study on influential factors for education output has been on for years. The location of

school would influence the education output where a school in rural areas has fewer study

options("National Regional, Rural and Remote Education Strategy", 2018), and students

usually need extra help in studying(Lamb, 2020). Comparing with locations, the socioeco-
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Figure 2.1: A comparison of student to teacher ratio in three different kinds of schools.

nomic status of the family can be a more important influential factor(Davis-Kean, 2005).

Even if students come from different regions, their study outcome can be similar when

keeping their social background to be consistent(Mc- Niece Jolliffe, 1998). Family with a

higher educational background would have a positive effect on an individual’s study(Chesters

Watson, 2013). To better understand the problem of education in Australia, we then discuss

the education system in Australia.

2.2 Education system background

2.2.1 School types

There are three types of schools in Australia, government school, catholic school, and

independent school. Government schools do not charge students tuition fees. They operate on

funding from the government and therefore provide free education to every kid in Australia.

The government sector has the largest amount of schools in Australia. Independent schools,

however, charge students a lot. For example, the tuition fees of an independent primary

school in the Melbourne area is usually around 10,000 dollars per year, according to our

project. Some schools also have strict entrance examinations to select students with higher

entrance grades. Catholic schools charge less compared to independent schools. The higher

tuition is matched by better learning conditions. The student to teacher ratio in independent

schools are larger than the other two, meaning students in independent school may get more

attention comparing to the other two kinds of schools. More info can be found in the table

2.1.
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Figure 2.2: The average NAPLAN grade of students in three different school types. Students

from independent schools have the highest average NAPLAN grade, which is about 60 points

higher than the average grade for Government schools.

2.2.2 NAPLAN and ICSEA Score

NAPLAN is an annual assessment on Literacy and Numeracy for students in Years 3, 5, 7,

and 9. It is a nationwide test, and is consistent between different schools, therefore becoming

a good evaluation for children’s development in Australia.

ICSEA, also know as the Index of Community Socio-Educational Advantage reflects on

the level of the school’s educational advantage. It is not dependent on the school itself. It

evaluates the students’ Socio-Educational background like parents’ occupation, as well as

the school’s geographical location, etc. Based on that, it gives a score for each school on its

educational advantage. (ICSEA, 2014)

Simple exploratory data analysis on ICSEA and NAPLAN is shown below. From figure

2.2, we can see that the NAPLAN score for independent schools is the highest, at the

same time, its ICSEA score is also the most advanced, as shown in 2.3. This correlation

between the ICSEA score and student average naplan grade motivates us to research on

the relationship between student grades and ICSEA factors like school location, family

economical background, etc.
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Figure 2.3: The socio-economical background of students in different kinds of schools. The

data set divides students’ socio-educational background into 4 quarters, while the top quarter

has the best socio-educational background, the bottom one has the worst background. From

the graph we can see that students in independent school are mostly coming from the top

SEA Quarter, while government school students are mostly coming from the bottom Quarter.

2.3 Literature review: regression

2.3.1 Multiple linear regression

Linear regression is a commonly used method to model the linear relationship between

explanatory variables and response variables. When involving multiple explanatory variables,

the process is also called multiple linear regression. If we denote the response variable by Y

and the explanatory variable by X1, X2,...,Xk, then an important class of linear model is

φ(x1,x2, ...,xk) = β0 +β1x1 + ...+βKxk (1)

, which is linear in the parameters β j (Seber & Lee, 2003). The multiple linear regression is

based on several assumptions.

• There is a linear relationship between the independent variables and the dependent

variable.

• The independent variables are not highly correlated with each other.

• The residuals of the model should be roughly normally distributed with a mean of 0

and the variance of it should be constant with the change of independent variables.
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2.3.2 Stepwise feature selection

The stepwise feature selection is a method for feature selection that uses a sequence of steps

to allow features to leave or enter a model one at a time. Usually, the feature selection is

based on the p-value threshold. In each step, if the p-value of a feature is larger than the

threshold, this feature would leave the model. If the p-value of a feature is smaller than

the threshold, it would enter the model (Kuhn, and Johnson). This process would finally

converge to a set of variables.

2.3.3 Regularized Regression

There are two types of regularized regression used in this project. One is Ridge regression

and the other is lasso regression. These two regressions help to reduce the model complexity

and prevent over-fitting of the model. (Hoerl Kennard, 1970) Consider the standard model

of ordinary least squares (OLS) for multiple linear regression

Y = Xβ + ε (2)

where y∈Rn, β ∈Rp, and X ∈Rnxp. We can expand this to yi =∑
p
j=1 βiXi j+εi, ∀i= 0,1, ...,n.

Here β j are non-random unknown parameters, Xi j are non-random and observable, and εi are

random so yi are random. This is a standard model of multiple linear regression. However the

model has a common issue that it has the tendency to overfit the data when there is too much

noise caused by correlated variables. In order to reduce the effect, Regularized methods are

introduced, which introduces a penalty term on model complexity.

Ridge regression alters the cost function by adding a penalty equivalent to the square of

the magnitude of the coefficients, which is shown as below:

β̂
ridge = argmin

β

n

∑
i=1

(yi− (β0 +β
Txi))

2 +λ‖β‖2
2 (3)

Lasso regression is similar to ridge regression, but the penalty becomes the absolute

value of the magnitude of the coefficients. The expression of lasso regression is as follows:

β̂
ridge = argmin

β

n

∑
i=1

(yi− (β0 +β
Txi))

2 +λ‖β‖1 (4)
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2.3.4 Grid Search

Grid search is a method for selecting the best combination of parameters. With a predefined

parameter list, grid search iterates through all combinations of possible parameter values,

calculates the error of each model, and chooses the one with the lowest error.

3 Data preparation and processing

3.1 NAPLAN data

The NAPLAN data set is the core data set of this industrial project. Provided by our project

supervised company Biarri, the NAPLAN data set has two parts, one is the NAPLAN results

of schools in Australia and the other is a school information set.

The NAPLAN result data set contains the NAPLAN results from 2008-2018 years of all

schools. It is a large table data set, with 1032397 records (rows) and 38 attributes (columns).

The attributes contain the year of the record, the school ID, school name, school address,

domain, Student grade level, average NAPLAN score, and band percentage, etc. There are

four student grade levels, which are grade 3, 5, 7, and 9. In this project, only grade levels 3

and 5 are used as a research sample to simplify the problem.

The School information set contains the information of schools like the year of the

record, the school ID, school name, school address, school sector, school ICSEA score,

school enrollment, number of teachers and staff, etc.

3.2 Census data

The census data comes from Australia’s statistical collection undertaken by the Australian

Bureau of Statistics (ABS) in 2016. The census data is a series of data information related to

areas. Organized by ABS, the data information has 5 different profiles, including general

community profile, indigenous profile, Place of enumeration, Time series profile, and work-

ing population profile. Each profile contains tables of data in it, for example, the general

community profile has 59 tables in it. Each table contains different attributes, for example, the

table “Indigenous Status by Age by Sex” contains 180 attributes, describing the indigenous

population of different age groups and gender types.
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The Australian Statistical Geography Standard (ASGS) provides a framework of statisti-

cal areas used by the Australian Bureau of Statistics (ABS), as shown in the graph 3.1. The

largest scale of statistical area is Australia as a whole and then dividing Australia into smaller

and smaller regions until reaching Mesh Blocks. In this project, we are using the data on the

Statistical area 2 level, which fits with the address information of schools in the NAPLAN

data set.

The target region in this project is Melbourne, so only the areas in Melbourne are

considered. At the statistical area 4 level, the Melbourne areas are:

No. SA4 – area

1 Melbourne - Inner

2 Melbourne - Inner East

3 Melbourne - North West

4 Melbourne - North East

5 Melbourne - Outer East

6 Melbourne - South East

7 Melbourne - West

8 Mornington Penninsula

9 Melbourne - Inner South

Using the regions decided on SA 4 level, we can get a list of region names on SA 2

level, and then select the target schools(which are schools in Melbourne) from the NAPLAN

school list using region name as a filter.

3.3 Tuition fee data

The tuition fee data is a large table dataset, which contains the school name, location, and

tuition fee of the school in 2020 for year 3 and 5 students. The data we aimed for was the

tuition fee in 2020 of year 3 and 5 students in the Melbourne region. However, we cannot get

the list of schools in Melbourne directly from the NAPLAN school data set. That is because,

the NAPLAN school dataset only has information on schools on S/T (state/territory) level

and SA2 level, while we cannot distinguish whether a school is in Melbourne or not using

this information. The census data comes in at this point. We use the Melbourne area obtained

at SA4 level, and find all SA2 levels in them. We then join the Melbourne SA2 regions with

NAPLAN school location information and get the list of schools in Melbourne.
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Figure 3.1: The graph shows the ASGS framework of statistical areas. From the graph we

can see that the main scale divides Australia into S/T, and then at SA4 level divide into

Capital city areas, from which we can tell the area coverage of Melbourne. In this project we

are focusing on the blue Main list of statistical areas, especially the statistical area level 2,

because at this level the location name corresponds to the location of schools in NAPLAN

dataset.(ABS, 2020)
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Figure 3.2: The mismatch problem happens when we try to match the location in NAPLAN

data and census data. Because of that, the match was then done by hand, in order to merge

the data from NAPLAN and Census dataset for further analysis.

In most of the cases, the SA2 suburb name from census data matches directly with

the NAPLAN school location. However, there were also mismatches in this process. For

example in the table 3.2, in census data, Alphington-Fairfield is an SA2 area. However,

in the NAPLAN school list, the location Alphington and Fairfield were separated. Similar

mismatches happen a lot. Therefore, it is hard to do the join with a simple programming

method. Instead, it was done by hand in excel and found in a total of 370 equivalent NAPLAN

regions in Melbourne on SA2 level. Using this result region names, we were then able to list

all schools located in Melbourne.

The school list contains 964 schools, including government (601 schools), catholic (234

schools), and independent schools (129 schools). The school tuition fee of government

schools was considered as 0 dollars. The tuition fee of the other two kinds of schools was

then collected by my project partner Nicholas and me from the official website of each

school. The school fee of a catholic or independent school usually contains two parts, the

tuition fee, and levy fee. In this project, we collected these two kinds of fees separately at the

same time.

Not all schools are posting their tuition fee information on websites. Most independent

schools do post, and most of the Catholic schools do not. We got the school fee information

from the official websites of 105/129 independent schools, and 109/234 catholic schools.
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Figure 3.3: The result of comparing school fee data collected on the official website and from

good school guide data set. We can see that about 60% of the data from the two different

sources are almost the same, and p-value is too large to deny the assumption that these two

are actually one identical data source. This graph comes from Nicholas’ dataset.

During the process of data collection, we found out that the website “good school guide”

also has school tuition fees information, including large amounts of schools that we do not

have data for. To obtain more tuition fee data with accurate information, we first collected

the tuition fees from the good school guide website and compared it with our known tuition

fee data. The comparison result made by my partner Nicholas is shown in figure 3.3and 3.4.

From this graph, we can see that the school fee data from good school guides are very

close to the accurate data that we obtained from school official websites. Therefore we

decided to use data from it as supplementary information on tuition fees. With its supplement,

we have 323/363 school’s tuition fee information.

13



Figure 3.4: The result of comparing school fee data collected on the official website and from

good school guide data set. We can see that about 60% of the data from the two different

sources are almost the same, and p-value is too large to deny the assumption that these two

are actually one identical data source. This graph comes from my dataset.
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3.4 Creating a robust data pipeline

After preparing all the data sets, we then integrate the data into python as data frames for

processing. The three datasets, census data, NAPLAN data, and school fee data were joined

together for analysis.

There are a large number of attributes in census data, as described before in the census

data section. Joining all of them together at one time consumes too much computing power.

It cannot be done on our personal laptops and is also meaningless. We will never use all of

the attributes together at one time, as it would cause overfitting. So what we would do is

select particular attributes and analyze them. To simplify the process of selecting attributes

so that we do not need to worry about where the attribute is and how to load it into the

python data frame every time, my partner Nicholas created a python preprocessing script.

The script preprogrammed the access method of all attributes at a time, including the process

of fetching the desired data attribute from different folders, so that we can directly call the

variables when modeling without worrying about data loading. It also integrates some data

transformation methods in it.

The data transformation methods used in the preprocessing of this project can be roughly

divided into two types. One is Data Normalization. Many of the attributes are not normally

distributed, to fix that, the sklearn preprocessing package was used to transform data sets.

The other is transform on attributes. Some data attributes in census data are not suitable

for use in models directly, for example, the overseas population of a region. This population

in the census is the absolute population, which is influenced by the total number of population.

A better representation of the overseas population is the ratio of the overseas population to

the total number of people, which is the overseas population percentage. Similar ideas apply

to other attributes like the indigenous population, etc. Some attributes are merged together

to better represent a single characteristic of the region. For example, the number of people

with working hours 0, 0-10, 10-20, etc, states the information of working hours in multiple

attributes. These attributes are multicollinear with each other and the total population as the

sum of them is roughly equal to the total population(with some random variance introduced

by ABS before publishing the data). This variable was transformed by calculating the average

working hours in this region.

Similar ideas apply to other attributes like average motor vehicles, which use the number

of people with 0, 1, 2, and more motor vehicles to calculate the average number per dwelling.
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4 Data Analysis

4.1 Multiple linear regression models

This project uses multiple regression to model the relationship between tuition fees, other

factors, and student education output which is the NAPLAN result.

The data analysis of this project can be roughly divided into two stages. The first stage

was more like trial and error, where we did exploratory data analysis on the variables and

modeling the data at the same time. The second stage is more robust. With the help of

stepwise feature selection and grid search, we were able to automate the feature selection

and modeling procedure. These two stages are closely related, and the methods used during

this process will be discussed in this section.

In the first stage, when constructing the linear model, assumptions of multiple linear

regressions were also checked at the same time.

• Linear relationships between outcome variables and independent variables. If the

relationship is not linear then the assumption is not met.

• Normally distributed residuals. The residual of the regression model should be nor-

mally distributed. This assumption can be tested using a normal quantile-quantile plot

of residuals, namely the Q-Q plot.

• No Multicollinearity. Multiple linear regression requires the independent variables are

not correlated with each other. As we are using census data, we must be really careful

with this assumption. Many variables in the same census data table are correlated

with each other, for example, the number of male plus female is the total population;

the total population minus people with no vehicle is roughly equal to the number of

people with vehicles (as the census data usually introduces small random variances

to protect privacy). In this project, we were motivated by the correlation between

students’ grades and their socioeconomic advantages SEA. However, we found that it

is not appropriate to add SEA in the multiple regression, as it correlates to most of the

variables that we are studying, like tuition fees, percentage of indigenous people, etc.

We removed the variable ICSEA score from our model after finding that in the first

stage of our project.
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• Homoscedasticity. The variance of residuals should be consistent across the values of

independent variables, namely the variances should not change much with the change

of independent variables. Sometimes the problem of not meeting this assumption can

be solved by the variable transformation. For example, if the data is heteroscedas-

tic, namely variance is increasing with the increase of variable, then a non-linear

transformation of the variable can help to fix the problem.

In the second stage, we still use the multiple linear regression model to formulate the

problem, but the way of constructing the model is becoming more robust. Feature selecting

and parameter tuning methods are used in the second stage, as introduced as follows.

4.2 Criterion for model selection

There are two criteria for model selection: one is the model Metrics, and the other is the

interpretability of the model. The metrics used in this project contains R squared, mean

squared error, VIF, etc.

R squared represents the proportion of the explained variance of the dependent variable,

ranging from 0 to 1. A larger r squared usually means better result.

Mean squared error estimates the average squared error of a model, and the smaller MSE

means a better model.

VIF measures the multicollinearity of different independent variables in a model. In this

project, a variable with VIF larger than 10 would be eliminated.

4.3 Stepwise feature selection

The stepwise feature selection is a feature selection technique for selecting features in linear

regression. In this project, feature selection was based on the p-value and VIF value of a

variable. The threshold of p-value is 0.1, which means a variable with p-value larger than 0.1

would be eliminated, and p-value larger than 0.1 would enter the model. For VIF, a variable

with VIF larger than 10 would be removed from the model.

4.4 Regularisation

In order to reduce the effect of overfitting, ridge and lasso regression are used to regularize

the model. As discussed in section 2.3.3, these two types of regression add penalty terms

that is related to the magnitude of the coefficients, and therefore help to reduce the effect of

17



overfitting. The parameter of ridge and lasso regression was determined using Grid search

approach.

4.5 Grid search approach

In this project, the grid search approach was used to select the best performing parameters in

the model. In ridge/lasso regression, the term alpha is called a hyperparameter. The value of

alpha has an influence on the penalty term and therefore influences the model performance.

Grid search approach automatically iterates over possible values of hyperparameter using

cross validation and finds the best value of hyperparameter. A process of grid search can be

described as follows:

• Taking the model and possible values of hyperparameters.

• Take each possible hyperparameter value, plug into the model and calculate the

unbiased error of that model.

• The unbiased error was calculated by splitting the data into training validation and test

sets. We train the model on the training set, use MSE for each model on the validation

set to find the best parameter value that minimizes the MSE, and use the test set to

calculate the unbiased error of the model.

• Use cross validation to split the dataset and repeat the former step to find the model

with lowest error, which indicates the best value of hyperparameter.

5 Results and discussion

5.1 Result from the first stage

In the first stage, the variables in multiple linear regression were selected manually, and

transformed according to the variable’s characteristics. Since the variables in multiple

regression should be independent from each other, the correlation matrix of the variables

were tested, and variables with high correlation were eliminated. 5.1 is a sample piece of

correlation matrix. From the matrix we can see that, the ICSEA score is highly correlated

with most of the variables. ICSEA is a combination of factors, as introduced in section 2.2.2.

To better study the detailed influential factors of education output, the ICSEA variable was

removed.
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Figure 5.1: A sample piece of correlation matrix obtained from correlation calculation. This

matrix is used to eliminate one of the variables that are highly correlated with each other, in

order to comply with the assumptions for Multiple linear regression.

Figure 5.2: The decrease of AIC and MSE when applying appropriate transformations on

individual variables.

Transformations were applied to variables, and after comparing the result before and after

transformation, we found that the transformation of variables can improve the performance

of the model when considering AIC or MSE as the metrics, as shown in 5.2.

The multiple regression models were then constructed in python. A sample of the ‘OLS

Regression Results’ is in the following result form5.3. From the result we can see the

coefficients of each variable. The p-values of the variables indicates the significance of the

variables, where a lower p-value (less than 0.1) indicates higher significance. We can also

get the AIC and BIC value of the model which indicates the error of the model. Given a set

of candidate models, the preferred model is the one with the minimum AIC/BIC value.
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Figure 5.3: The result of a multiple regression with variables selected by hand. From the

result we can see that the p-value of some of the variables are 0, and some are larger than 0.1.

The ones with p-values larger than 0.1 are not considered as significant variables, like total

number of persons.
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Figure 5.4: The change of AIC and BIC for ridge and lasso regression when increase the

penalty factor alpha (also called lambda). From the graph we can see that with the increase

of alpha, the AIC and BIC of the model increases.

5.2 Result in the second stage

In order to reduce the effect of over-fitting, regularisation was also used in constructing the

model, and the grid search method was used in parameter tuning for regularisation. The grid

search process was done on multiple models for determine the effect of changing penalty

factors, and one of the result was shown here as an example in figure 5.4. From the graph

we can see that with the increase of alpha, the AIC and BIC of the model increases, so the

regularization in this model is not appropriate.

The addition of penalty factors actually increase the error of the model instead of decrease,

so the penalty factor added in lasso and ridge regression is not supportive in our model.

In the second stage, instead of adjusting the model manually, we used stepwise feature

selection to select appropriate features. As stepwise feature selection iterates through vari-

ables automatically. Though the result is still a multiple linear regression model that looks

similar to the former ones we had, the feature selection method actually iterated through

much more different combinations of variables compared to the former stage when we were
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Figure 5.5: The result of using stepwise feature selection method to choose variables.

adding or removing variables by hand. Therefore, the result in this stage is more convincing.

A sample result of this stage is shown below in 9.1.

From the results of feature selection in multiple experiments, we can conclude the

significant variables(with p value lower than 0.1) with positive impact on student’s NAPLAN

score include Tuition fee, total enrollments (of a school), higher education degree ratio, etc.

Significant variables like indigenous population and school indigenous enrollment percentage

have a negative impact on students’ NAPLAN score. Noticing the variables in the model

were transformed and therefore the scale of the variables are changed. Using sklearn package,

zero-mean and unit-variance normalization is applied to the transformed data. Because of

the transformation, we can better see the influence of tuition fee on student NAPLAN grade.

That is, with a difference of tuition fee between highest(around $ 31,000) tuition fee school

and the lowest (0 $) school, the expected score difference is only about 3 points (using Table

in 9.1 as an example). Refer back to (figure 2.2), the grade difference between government

and independent schools are roughly 60 points. So the influence of tuition fee is actually very

small, comparing to other factors like total enrollments, which has a coefficient of 7, and

higher education degree ratio with coefficient of 13.
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5.3 Following work

In this section, I will be introducing the result of Instrumental Variable analysis performed

by my partner Nicholas. Instrumental Variable (Sander, 2000) is commonly used in studying

the casual relationship. Through we have already studied on a large amount of variables

that correlates to the NAPLAN score variable, there are a lot more that are not considered

in the model. Some are not considered because we have no data to capture the influential

factor, while some are factors that only affect the NAPLAN score by influencing some other

factors, which means they do not have influence on NAPLAN score directly. These are called

instrumental variables. Nicholas used the family marital statuses and parent education level

to capture the factors related to the care of children at an early age, and obtained models with

better estimation. Similar result that the tuition fee factor is having small coefficient towards

the NAPLAN score was obtained: roughly $1000 of increase in tuition fee is correlated with

1 point of increase of NAPLAN score, which is too small to be an important factor.

6 Shortcomings and further work

6.1 Scope of the project

The score of this project could be enlarged in future studies. With the NAPLAN score

information and school information of all schools across Australia, the study was able to be

done in a large scope. However, due to the limitation of time and resources in data collection,

we were unable to collect the school fee data for all schools across Australia. Therefore, the

research was limited to the scope of schools in Melbourne. Further study including more

data will reduce the possible effect of over fitting, and generate more convincing result at a

larger scale.

What is more, more independent variables may be introduced to this project like the

teacher’s satisfactory level, extra-curricular data of students, student physical health informa-

tion, etc. In this study, the data set we were studying on was limited, and therefore cannot

reflect on the whole picture of the children’s development problem.
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6.2 Limitation in correlation

In this project, though we were using school fee as an independent variable and the grade as

dependent variable, we actually cannot assert the relationship between these two variables.

We can only tell that these two variables are correlated with each other, but cannot tell

whether one of them is the result or cause of the other. Using common knowledge we are

making the judgement that an increase of education input would result in the improvement

of students grade, but the causality is not proved. Further studies may touch on the problem

of causality and correlation between tuition fee and student academic performance.

7 Conclusion

To summarise, this project explored on the factors that influences students’ academic perfor-

mance quantitatively, especially focus on the relationship between tuition fee and students’

NAPLAN grade for primary school students in the Melbourne area. We used multiple regres-

sion to model the multi factor problem, using tuition fee and other factors as independent

variables and NAPLAN result as dependent variable. Different techniques were used in

this study. In the preprocessing stage, the transformation of variables improves the model

performance. In the modeling stage, the variables that are not significant or highly correlated

with other variables are removed from the model. Through the data of tuition fees varies

in a large range, and the number of observations we used is only over one thousand, the

regularization of the model like lasso and ridge regression did not really improve the result

of the model. With the help of stepwise feature selection, we converged to a model with the

best performance. In the model, tuition fee was significant as the p-value of it is very low.

However, the coefficient of the tuition fee is too small to be influential, namely tuition fees is

not really the reason that leads to the large NAPLAN score difference between independent

schools and government schools. Other factors, like school indigenous enrollment, higher

education degree ratio are actually more influential.
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9 Appendix

Graph 9.1: How do the variables affect student academic achievement in different NAPLAN

tests?

Figure 9.1: Results we see here for the averaged NAPLAN results are seen consistently

across each exam area: The strength and direction of correlation between each of our model’s

variables and school achievement within different NAPLAN subjects are similar to each

other. That is, the effect of variables are similar on different NAPLAN test, no matter it is

on literacy or numeracy. Also, the effect is similar to the result of averaging the grades on

different tests. This graphic result credit to my partner Nicholas Thompson.
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